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SOLUTIONS MANUAL

CHAPTER 1

1  There are many ways to do this. One possibility for A is

3
10 0 1 -5 -8 11 200 0
P =[-2 1 o]l Q=|0 ! S5 Tl a=|lo L 0 o0
2 0 0 1 0 08 0 o0
L 0 0 0 1
'%00 8 -3 0
_ 1o 20 o -5 2 0
A_ooo’G_QAP‘ 0 0 0
[0 0 0 0 0 0
One possibility for B is
1 0 0 0 1 =2 -3 =5 1 0 00
-4 1 0 0 01 3 6 0 -3 0 0
P=11r 2 1 0l 250 0 o =220 0 2 o
11 -1 1 0 0 1 1 0 0 0 0
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19 11 3
1 0 0 0 -5 3 3 0
0o =L 0 o0 I -I 1 0
A= = 3, |, c=Qap=| 3 3
00 Lo 0 0 0 0
0O 0 0 O 1 1
o Lo

There are as many generalized inverses to be found by this method as there are
non-singular minors of order the rank of the matrix.
One possibility for A is to use the 2 X2 minor in the upper right-hand

corner. Its inverse is [_85 _23] The resulting generalized inverse is G =
8 -3 0
-5 2 0
0 0 O
0 0 O
1 2 3
One possibility for B is to use the minor M=|4 5 6 [ Its
7 8 10
2 4
-3 =53 |1
inverse is _% ?1 —2 |- The resulting generalized inverse is G =
1 -2 1
2 4
-5 3 L0
2 11
-5 03 20
1 =2 0
0O 0 0 O

(a) The general solution takes the form x = Gy+(GA - I)z. Using the general-
ized inverse in of A 2, we have

Ol -1
=7 2 Yo
0 0 0ff_
0 0 0
8 -3 0] 100 0\[a
+—520§§é_11_0100 2
0 0 0lf} 5 5 ;3 00 1 0ffz
0 o0 ofl 000 1f)]z

31 +8z3 — 11z ]
=21 - 523 + 7Z4
-z

—24
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(b) Using the generalized inverse of B in 1 we get in a similar manner

-8 — 5Z4
11— 6Z4
224
-2

X =

‘We have that

6 1 11
AA=|1 11 -9
11 -9 31
By the Cayley—Hamilton theorem,

390(A’A) — 48(A’A)? + (A’A)® =0

Then
7o 1 _1L
65 390 390
T = (-=1/390)(—48I + (A’A)) = _ﬁ % 13_0
11 3 17

T390 130 390

Then the Moore—Penrose inverse is

2z 1 1 S

39 13 39 39

—TA =| 12 L 14 1ot
K=TA = 390 65 195 390
2 5 _4 __1
390 65 195 390

By direct computation, we see that only Penrose condition (ii) is satisfied.

(a) For M;,

[0 0 o
3 5

G 1% 2 2
o L _1
2 2

0 0 0

For M,,

[0 0 o

1 3
c.-1? 72 2
270 o o
1 1

10 % "
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For M3,

(b) A generalized inverse is

July 29, 2016 19:58
1
10
G 0 0
371 o o
3
20
0 0
G=|0 11
0 —4

wi—- O O O

0

—4
3

Printer Name:

There are infinitely many other correct answers.

2

@ AA= [_2

2

2

RS

-2

-2
2

|
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Non-zero eigenvalue = 4 for both matrices. Eigenvectors

1 1
Va2
1 ’ 1
vellve
L
;

Thus, U’

T=-
4

1

-7

LK=TA' = l

1

7

4

,S=

(b) By direct matrix multiplication, we find that (i) satisfies conditions (i) and
(ii) so it is a reflexive generalized inverse, (ii) satisfies conditions (i) and (iv)
soitis a least square generalized inverse, (iii) satisfies conditions (i) and (iii)
S0 it is a minimum norm geneeralized inverse and (iv) satisfies conditions
(1), (iii), and (iv) so it is both a least-square and minimum norm generalized
inverse but not reflexive.

There are a number of right answers to part (a) and (b) depending on the choice

of generalized inverse.
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(a) We have that

22211 1 00 0 0 0
22211 1 00 0 0 0
S22 210101 , 00 2 -2o0o0
XX' = , (XX = - ,
111222 oo-%%oo
11122 2 00 0 0 00
111 2 2 2 [0 0 0 0 0]
1 1
05500
X, =X (XX)" = 0 § —% 0 0
1 2
0—-500
6 3 3 0 0 0
(b) We have that X'X=|3 3 0[,(X'X)"=[0 3 0| and X, =
30 3 0o 0 1
3
000 0 0 O
_ 1 1 1
1 1 1
000 : 1 3

(¢) Both the minimum norm and least-square inverses are reflexive. We have

1 1 1

9 9 9
+ S 2 2 _1 _1 _1
X" =X XX)s = 9 9 9 9 9 9
L _r _1 2 2 2
9 9 9 9 9 9

9 (a) Let G be a generalized inverse of A. A generalized inverse of PAQ is
Q'Gp™.
Indeed, PAQQ !GP~ 'PAQ = PAGAQ = PAQ.
(b) The generalized inverse is GA because GAGA = GA.

(¢) If Gisa generalized inverse of A then (1/k)G is a generalized inverse of kKA.
We have that kA(1/k)GKA = AGA = A.

(d) The generalized inverse is ABA because (ABA)(ABA)(ABA) =
(ABA)2(ABA) = (ABA)(ABA) = ABA.

(e) If Jis n X nthen nin is a generalized inverse of J.

1
J;JJ =]
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10 (a) The identity and zero matrix and idempotent matrices. Also three by three
matrices that satisfy the characteristic equation A3 — A = 0.

(b) Orthogonal matrices AA’A = A because A’A = 1.
(¢) The identity matrix, the zero matrix, and an idempotent matrix.
(d) No matrices.
(e) Non-singular matrices

11 Searle’s definition means that for equations Ax =y for a vector t, A =10
implies t'y = 0. For (a) t'0 = 0 for any vector t. For (b) if t/X’X = 0, implies
t'UA'/2SS’A1/2U = 0. Multiply this by UA™'/2S to get t UA/2S = t'X’ = 0.

12 By substitution, we have
X=Gy+ (GA-D({(G -F)yy+d-FA)w)
=[G+ (GA -I)(G - F]Ax + (GA — )T - FA)w
= [GA + GAGA — GA — GAFA + FAx + (GA — I - GAFA + FA)w
=[GA + GA —GA - GA +FAlx+ (GA — 1 - GA + FA)w
= FAx + (FA - Dw
= Fy + (FA — Dw.

13 The matrix (I — GA) is idempotent so it is its own generalized inverse. The
requested solution is

w=(I-GA)YG-F)y+I-GA)FA -I)z
= (GA — FA — GAGA + GAFA)x + (FA — GAFA -1+ GA)z
=(GA-FA-GA+GAXx+(FA-GA-1+GA)z
=(G-F)Ax+ (FA -I)z
=(G-F)y+ (FA -1z

14 (a) Since A has full-column rank, so does A’ A(see, for example, Gruber (2014)
Theorem 6.4). Also A’A has full-row rank so it is non-singular. As a result,
since AGA = A, A’/AGA = A’A and GA =1. Then GAG =G and GA is a
symmetric matrix.
(b) Since A has full-row rank, A’ has full-column rank. Then G’ is a left inverse
of A’ and G’A’ =1,50 AG =1 and G is a right inverse. Then GAG = G
and AG is a symmetric matrix.

15 Suppose that the singular value decomposition of A = S’A!/2U’. Then A’A =
UAU’, (A’A)° = (UAU')(UAU')L(UAU') = UAPU'. Then since T(A’A)*! =
(A’A)", TUA™*'U’ = UA’U’. Post-multiply both sides of this equation by
UA~TU’ to obtain TUAU’ = UU’. Now post-multiply both sides by UA~/2§
so that TUAU'UA!/2S = UU'UA!/2S = UA!/2S and thus TA’AA’ = A’

16 Any singular idempotent matrix would have the identity matrix for a generalized

inverse. For example, M = [ (1) 8]
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17 Assume that B"A™ is a generalized inverse of AB. Then
ABB"ATAB = AB
Pre-multiply the above equation by A~ and post-multiply it by B~. Then
ATABB"ATABB™ = ATABB~

so that ATABB™ is idempotent.
Now suppose that ATABB™ is idempotent. Then

ATABB"ATABB™ = ATABB™
Pre-multiply this equation by A and post-multiply it by B to obtain
AATABB "A"ABB"B = AA"ABBB.
By virtue of AA"A = A and BB"B = B, we get
ABB"ATAB = AB

so that BTA™ is a generalized inverse of AB.

18 See Exercise 15 for an example where a matrix and its generalized inverse are
not of the same rank.
First assume that G is a reflexive generalized inverse of A. From AGA =
A rank(A) < rank (G). Likewise from GAG = G rank (G) < rank (A) so that
rank(G) = rank(A).
On the other hand suppose that G is a generalized inverse of A with the same
rank r as A. We can find non-singular matrices P and Q where

PAQ = [% g] and as a result, A = P~! [% g] Q!

A generalized inverse takes the form
Ir C 12

G=Q[Cy Cyp|P

Because G has rank r and the first r columns are linearly independent, C,, =
C,C,,. The verification that G is a reflexive generalized inverse follows by
straightforward matrix multiplication.



JWBS185-SolutionsManual

JWBS185-Searle July 29, 2016 19:58 Printer Name: Trim: 6.125in X 9.25in
8 SOLUTIONS MANUAL
19 We have that
aca=p |0 ° Q'Q P X ppt |2 Q!
B 0 0 Y Z 0 0
o (D o] [D™' X|[D 0 o
- 0 0/]|Y Z||0 0
i [1 DX]| [D 0] e L PN
B 0 0|0 o - 0 0 o
Thus, A is a generalized inverse of G. Also
GAG Q_D_l X ppt D0 Q'Q P X P
B Y Z 0 0 Y Z
[p-' X][D o] [D' X
:Q P
Y Z 0 0 Y Z
0 [ 1 o] [D! X
“Clyp of| Y z
o (D! X
a Y YDX|
ifYDX =Z.
In Exercise 1, a generalized inverse for B could be
91 25 31
1 0 0 1 -5 3 3 =32
-1 0 2 30 13 32
G=Q P=| 3 3
0 3 3 0o 0 2 -8
7 7
1 2 3 4 3 2 -3 7

This matrix is non-singular. However, B is a 4 X 4 matrix of rank 3.

20 (a) A generalized inverse of AB would be B’G. Notice that

ABB’GAB = AIGAB = AGABB = AB.

(b) Let G be a generalized inverse of L. Then a generalized inverse of LA would

be A~!G. Observe that

LAA~'GLA = LGLA = LA.

21 The matrix itself.
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22 (a) Let H be a generalized inverse different from G. We must find an Z so that

H=G+7Z—-GAZAG. LetZ = H - G + GAG. Then
G +H -G+ GAG - GA(H - G + GAG)AG
= H + GAG — GAHAG + GAGAG - GAGAGAG
= H + GAG - GAG + GAG - GAG = H.

(b) If we can generate all generalized inverses, we generate all solutions.

23 (a) We have that

o [e @R e [Pl @) 3]

o el el

=[UV][C2 Gl o off ¢, GffT

I o] [A"2 ¢S AT2
=[U V] [021\1/2 OH C, Gf]|T =[UV] C, C,A%C,

if and only if Cy = C,A'/2C,.
(b) Observe that

X=[s T'][A(‘)/2 g] [5] andG=[U V] [Agf g;”i]

Then
B A2 ¢S A2 o] [U
U s R

|
= (0¥ |e o |v]

is symmetric if and only if C, = 0.
(¢) Observe that

xe=s | o [v|iv vl @7
-5 iy 0[]

is symmetric if and only if C; = 0.
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24 For M, we have

XMX = X(X’X)*X’X = X by Theorem 10
MXM = (XX X'X(X'X)" X = (X'X)" X/
XM = X(X’X)*X’, a symmetric matrix by Theorem 10
MX = (X’X)*X’X, a symmetric matrix by Penrose axiom applied to X'X

Using the singular value decomposition recall that if X = §’A!/2U’, X+ =
UA~!/2S. Then

M = (X’X)*X’ = UA"'U'UAY/?S = UA/3S.
For W, we have

XWX = XX'(XX')*X = X applying Theorem 10 to X',

WXW = X/ (XX')"XX/(XX')* = X' (XX')*, by the reflexivity of (XX)*,
XW = XX'(XX')* applying the Penrose condition to XX',
WX = X'(XX')*X by Theorem 10.

Using the singular value decomposition W = X/(XX/)* = UA!/2SS’A-!S =
UA"!/28 = X+

25 By direct verification of Penrose conditions

UNU'UN"'U/UNU’ = UNN~'NU’ = UNU’,
UN"'U'UNU'UN"'U’ = UN"'NN~1U’ = UN~IU,
UN'U'UNU’ = UU’, a symmetric matrix, and
UNU'UN~'U’ = UU’, a symmetric matrix.

26 Again by direct verification of the Penrose axioms
PAP'PATP'PAP’ = PAATAP' = PAP/,
PATP'PAP'PATP' = PATAATP' = PA*P/,
PAP'PATP(PATP'PAP’Y = (PATAP') = P(ATA)P’ = PATAP/
and similarly
(PAP'PATP'Y = P(AAY)'P' = PAATP'.
27 (a) Using the singular value decomposition of X
X*H(X*Y = UAT2S(UA/2S)Y = UA™I/28S'A~1/2U" = UA~ U = (X'X)*.
(b) Again using the singular value decomposition of X

X)Xt = S'A~2UUATY/28 = SAT!S = (XX)*.





